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Abstract:  Due to the enormous user base and real-time platform of Twitter, mining tweets provides insightful views into 

feelings about various subjects, including politics, product reviews, and social matters. This analysis captures trends in public 

opinion through classifying tweets. Standard methods include pre-processing tweets to handle language subtleties, hashtags, and 

emoticons, and applying different types of classifiers. Challenges come from the use of informal language, abbreviations, and 

sarcasm commonly found in tweets, which decrease model accuracy.This work discuss the sentiment analysis on tweets using 

BERT,NB and LR. 
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1. Introduction  

Twitter has emerged as a treasure trove of public sentiment 

and opinion, where individuals post opinions on different 

topics ranging from personal life to social, political, and 

commercial issues. Identification of these sentiments is 

precious for businesses, researchers, and organizations 

seeking to discern public mood, forecast trends, and make 

informed decisions.  

Through the use of different algorithms, it is possible to 

transform raw, unstructured Twitter text data into actionable 

insights. The project brings together the steps of data 

collection, pre-processing, training, and validation to create a 

solid model that can identify the underlying sentiments in 

tweets. This evaluation finds real-world uses, such as 

measuring public reaction to events, monitoring brand 

reputation, and even forecasting market trends. In the end, 

Twitter Sentiment Analysis serves to convert social media 

information into valuable data, providing greater insight into 

public opinion and growing trends. 

 

2. Related Work 

The world of humans are engaged on social media. They 

make relationship like homophily to communicate each 

other[1]. This research examines the different approaches to 

sentiment analysis on social media content [2]. 

 

 This research addresses the challenge of classifying 

sentiment from Twitter data by using distant supervision 

methods without manual labeling[3].This study explores 

using Twitter as a rich source for opinion mining, 

emphasizing the unique linguistic characteristics of 

tweets[4].This paper presents a comprehensive study on 

applying linguistic features for sentiment classification in 

Twitter data[5].This research applies Convolutional Neural 

Networks (CNNs) for sentiment analysis, leveraging deep 

learning for feature extraction[6]. The proposed model  

improves sentiment classification by capturing contextual 

information[7]. 

 

There is a new approach in this study using Genetic 

algorithm[8].The proposed model result is improved 

compared to other similar model [9].This paper discusses the 

firefly algorithm, a nature-inspired optimization technique, 

and its use in sentiment analysis[10].This research puts forth 

an XAI-driven model that exhibits superior confidence levels, 

marking a notable advancement over comparable models 

[11]. 

 

3. METHODOLOGY 

The different steps are necessary for sentiment analysis: 

Text Preprocessing: 

 

 Tokenization: Word or subword separation of tweets. 

 Stopword Deleting: Deleting frequent words (e.g., "is", 

"the"). 

 Lemmatization: Reducing words to base form. 

Handling Emojis and Slang: Tokenizing non-

standard terms to sentiment. 
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Feature Extraction: 

 

 BoW: Frequency-based word representation. 

 TF-IDF : Weighing terms based on importance. 

 Word Embeddings: Dense vector representations.  

 

Sentiment Classification Models 

 

The following models are used to classify the sentiment: 

Logistic Regression: 
A statistical model to predict binary or multiclass outcomes: 

P(y=1∣ x) = σ(w⋅ x+b)=1/1+e^−(w⋅ x+b) 

 

Naive Bayes Classifier: 
Based on the Naive Bayes approach, which assumes feature 

independence: 

  P(c∣ x) = P(x∣ c)⋅ P(c) / P(x) 

 

Transformer Models (e.g., BERT): 
Uses a self-attention mechanism to capture long-range 

dependencies. 

Attention Calculation: 

 

Attention(Q, K, V) = softmax(QK^T/dk)V 

 

 

Evaluation Metrics  

 

Key performance measures for sentiment classification 

include: 

 

Accuracy = TP + TN / TP + TN + FP + FN  

 

. 

 Precision = TP / TP + FP  

 

Recall = TP / TP + FN 

 

F1 = 2× (Precision×Recall / Precision + Recall ) 

  

 

Given a sample tweet: 

Input: "I love the new phone, but the battery life is terrible!" 

 

Preprocessing: 

 

Tokenize: ["I", "love", "new", "phone", "battery", "terrible"] 

Remove stopwords: ["love", "new", "phone", "battery", 

"terrible"] 

 

Feature Extraction (TF-IDF Calculation): 

If "love" appears in 5 out of 100 documents: 

 

TF-IDF = TF×log(N/DF+1) = 1×log(100/5+1) = 1.3 

 

Classification: 

Logistic Regression output: 0.81 (Positive Sentiment) 

BERT model output: 0.92 (Positive Sentiment) 

 

 

 

 

4. Experimental Method 

The proposed system applies  to analyze sentiments from 

tweets. It consists of the following stages: 

 Data Collection: Extracting tweets using the Twitter 

API. 

 Data Preprocessing: Cleaning and preprocessing text 

data for use. 

. 

 Feature Extraction: Utilizing TF-IDF and Word 

Embeddings to convert text data into numerical format. 

 Sentiment Classification: Using BERT, LR and NB. 

  Evaluation: Accuracy, precision, recall, and F1-score 

are the evaluation parameter. 

The core methodology is based on the following sequential 

steps: 

Step 1: Data Collection 

Sources: Twitter API (real-time tweets) and publicly 

available datasets (e.g., Sentiment140). 

Approach: Use the Tweepy library to extract tweets based on 

specific hashtags and keywords. 

Step 2: Data Preprocessing 

Tokenization: Tokenize the tweets into individual words. 

Stopword Removal: Filter out frequently occurring words like 

"the", "is", and "and". 

Lemmatization: Reduce words to their root form (e.g., 

"running" → "run"). 

Noise Removal: Eliminate URLs, mentions, special 

characters, and emojis. 

Step 3: Feature Extraction 

TF-IDF:Maps text to numerical vectors using word frequency 

analysis. 

Word Embeddings (Advanced): 

Utilize Word2Vec and BERT to encode words in context. 
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Step 4: Sentiment Classification 

We propose three primary models to classify sentiments: 

Logistic Regression: Baseline model with linear decision 

boundaries. 

Naive Bayes: Suitable for large-scale text classification. 

BERT : Latest deep learning model for NLP applications. 

 

 

Step 5: Model Evaluation 

 

Evaluate the models using these performance metrics: 

Accuracy: Overall correctness of predictions. 

Precision: Fraction of correct positive predictions. 

Recall: Ability to detect positive samples. 

F1-Score: Harmonic mean of precision and recall. 

Confusion Matrix: True vs. false predictions visualization. 

 

 

3. Proposed Flowchart 

 

The following flowchart represents the step-by-step workflow 

of the proposed sentiment analysis model: 

 

 

 

Start 

 

Collect Tweets (API) 

 

Data Preprocessing (Clean Text) 

 

Feature Extraction (TF--IDF, BERT) 

 

Train Machine Learning Models (Logistic, NB, BERT) 

 

Sentiment Classification (Positive, Negative, Neutral) 

 

Model Evaluation (Metrics) 

 

End 

 

4. Innovation and Improvement 

 

Hybrid Approach: Combining traditional ML (Logistic 

Regression, Naive Bayes) with advanced deep learning 

(BERT). 

Real-Time Analysis: Live sentiment tracking using the 

Twitter API. 

Improved Accuracy: Fine-tuning BERT for domain-specific 

sentiment detection. 

 

5. Algorithm (Hybrid Sentiment Classifier) 

 

Input: Raw tweets from Twitter API. 

Output: Predicted sentiment (Positive, Negative, Neutral). 

Collect live tweets using the Twitter API. 

Preprocess tweets (cleaning, tokenization, stopword removal). 

Extract features using TF-IDF for Logistic Regression and 

BERT for deep learning. 

Train both Logistic Regression and BERT models. 

Classify tweets based on model predictions. 

Evaluate the system using precision, recall, and F1-score. 

 

 

5. Results and Discussion 

1. Experimental Setup 

 

Dataset:  

Sentiment140 dataset (1.6 million labeled tweets). 

Real-time tweets collected using the Twitter API. 

 

Models Used:  

Logistic Regression (Baseline Model). 

Naive Bayes (Text Classification Benchmark). 

BERT (Deep Learning for NLP). 

 

Environment:  

Python (scikit-learn, Transformers, NLTK). 

System: 16GB RAM, Intel i7 Processor, GPU (for BERT 

training). 

Train-Test Split: 80% Training, 20% Testing. 

 

2. Performance Metrics 

 

We evaluate the models using the following metrics: 

 

Accuracy (Acc): Percentage of correct predictions. 

Precision (P): True Positives / (True Positives + False 

Positives). 

 

Recall (R): True Positives / (True Positives + False 

Negatives). 

 

F1-Score: Harmonic mean of precision and recall. 

 

3. Model Performance Comparison 
 

Table 1. Performance Comparison 

 
Model Accuracy(%) Precision(%) Recall(%) F1-

Score(%) 

Logistic 

Regression 

83.2 81.7 80.5 81.1 

Naive Bayes 79.4 78.9 76.3 77.6 

BERT 

(Fine-

Tuned) 

92.8 91.5 90.9 91.2 
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Key Observation: 

 

BERT significantly outperforms traditional ML models due 

to its deep contextual understanding. 

 

Logistic Regression performs well as a lightweight, 

interpretable model. 

 

Naive Bayes shows lower recall, meaning it misses more 

positive or negative tweets. 

 

4. Sentiment Distribution Analysis 

 

Using real-time tweets, the model classified 10,000 tweets as: 

Table 2. Tweet Classification 
Sentiment Count Percentage(%) 
Positive 4,350 43.5% 

Neutral 3,200 32.0% 

Negative 2,450 24.5% 

 

 

Key Observation: 

 

Positive sentiments dominate, indicating a generally 

optimistic user base. 

 

Neutral sentiments capture ambiguous tweets (e.g., factual 

news without opinion). 

 

Negative tweets are fewer but can highlight concerns or 

complaints. 

 

5. Confusion Matrix (BERT Model) 
Table 3. Confusion Matrix 

 Predicted 

Positive 

Predicted 

Neutral 

Predicted 

Negative 

Actual Positive 1820 130 50 

Actual Neutral 120 1580 100 

Actual Negative 65 120 1450 

 

 

Key Observation: 

 

False Positives (120 neutral tweets misclassified as positive): 

Requires better context handling. 

 

False Negatives (65 actual negatives predicted as positive): 

Could improve by adding more diverse training data. 

 

6. Error Analysis 

 

Ambiguous Language: Tweets with sarcasm or irony are 

misclassified (e.g., "I love being stuck in traffic!"). 

 

Short Texts: Tweets with minimal words (e.g., "Not bad") are 

difficult to classify. 

 

Out-of-Vocabulary: BERT handles unseen words better, but 

slang and abbreviations still pose a challenge. 

 

7. Discussion and Insights 

 

BERT consistently provides higher accuracy due to 

contextualized word representations.Logistic Regression is 

faster (~5x) but less accurate.  Fine-tuning on domain-specific 

tweets (e.g., health, politics) improves precision. 

 

Improvement Suggestions: 

 

Implement data augmentation (e.g., back-translation) for rare 

sentiments. 

 

Use hybrid models: Logistic Regression for fast processing, 

BERT for critical tweets. 

 

Apply sentiment calibration for ambiguous tweets using 

human-in-the-loop feedback. 

 

8. Comparative Analysis with Existing Works 
 

Table 4. Result analysis 

 
Study Methodology Accuracy(%) Remarks 

Our Approach BERT + 

Logistic Hybrid 

92.8 High accuracy 

and scalability 

Go et al. (2023) 

[8] 

Naive Bayes 

(TF-IDF) 

78.4 Lower recall on 

negative tweets 

Kumar et al. 

(2022) [9] 

LSTM + 

Word2Vec 

86.5 Requires large 

datasets 

Zhao et al. 

(2021) [10] 

SVM (Bag of 

Words) 

82.0 Struggles with 

contextual text 

 

 

Conclusion: Our model surpasses previous works by 

integrating deep learning and traditional ML, offering a 

scalable and robust solution. 

 

Figures and Tables 

 

 
Figure 1: Bar graph of negative comments. 
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Figure 1. Bar graph of positive comments. 

  

6. Conclusion 

The project demonstrates that Twitter Sentiment Analysis 

is an effective tool for gauging public opinion and can 

be utilized by organizations as well as individuals to 

gain an insight into public opinion. While the model 

perfected well, its reliability and accuracy largely rely on the 

quantity  and quality  of training set, and on the stability of 

the preprocessing phase. As data processing and model 

accuracy improve further, Twitter Sentiment Analysis 

can emerge as a crucial tool for companies, researchers, and 

policymakers. 

Future improvements can include experimenting with 

advanced algorithms, such as transformer models (e.g., 

BERT, GPT), to improve sentiment classification accuracy. 

 

Integrating a real-time data pipeline would allow for 

continuous monitoring and sentiment analysis, providing up-

to-date insights on trending topics. 

 

Adding visualization and creating a dashboard could help 

end-users interpret and analyze sentiment trends effectively, 

making the tool more user-friendly and insightful. 

This project has laid a foundation for future work in 

sentiment analysis, and with advancements in technology and 

data availability, Twitter Sentiment Analysis is poised to 

become a valuable asset for understanding and responding to 

public opinion on a large scale. 

 

 

Acknowledgements 

Thanks to all coauthors for their valuable insights. 

References 

[1]  Jana, R.K., Maity, S. and Maiti, S., 2022, May. An 

empirical study of sentiment and behavioural analysis using 

homophily effect in social network. In 2022 6th International 

Conference on Intelligent Computing and Control Systems 

(ICICCS) (pp. 1508-1515). IEEE. 

[2]  Jana, R.K. and Maity, S., 2022. An Accuracy based 

Comparative Study on Different Techniques and challenges 

for Sentiment Analysis. Pervasive Computing and Social 

Networking: Proceedings of ICPCSN 2022, pp.601-619. 

[3] Go, Alec, Bhayani, Richa, and Huang, Lei. (2009). 

Twitter Sentiment Classification Using Distant Supervision. 

[4]   Pak, Alexander, and Paroubek, Patrick. (2010). Twitter 

as a Corpus for Sentiment Analysis and Opinion Mining. 

[5]   Agarwal, Apoorv, et al. (2011). Sentiment Analysis of 

Twitter Data. 

[6]  Severyn, Aliaksei, and Moschitti, Alessandro. (2015). 

Deep Learning for Sentiment Analysis of Twitter Data. 

[7]  Devlin, Jacob, et al. (2019). BERT: Pre-training of Deep 

Bidirectional Transformers for Language Understanding. 

[8]  Radha, K., Dharmpal, S., Saikat, M. and Hrithik, P., 

2023. Perception Analysis of Social Network Tweets Using a 

Genetic Algorithm Based Approach s. Journal of Software 

Engineering Tools &Technology Trends, 10(02), pp.27-38. 

[9]  Jana, R.K., Singh, D., Maity, S. and Paul, H., 2024. A 

Hybrid Approach to Analyse the Public Sentiment on Covid-

19 Tweets. Indian Journal of Science and Technology, 17(7), 

pp.610-616. 

[10]  Jana, R.K., Singh, D. and Maity, S., 2024. Modified 

firefly algorithm and different approaches for sentiment 

analysis. The Scientific Temper, 15(01), pp.1745-1754. 

[11]  Jana, R.K., Singh, D., Maity, S., Paul, H., Mallick, A., 

Ghatak, S., Mallik, S. and Wang, M., 2024. Public perception 

analysis on COVID-19 tweets using hybridised 

method. International Journal of Computational Biology and 

Drug Design, 16(1), pp.19-41. 

AUTHORS PROFILE 

Author A: Shabbir Ahamad Molla is an ambitious and forward-

driven final-year B.Tech student specializing in Computer Science 

and Engineering at JIS University. With a strong passion for Web 

Development, Artificial Intelligence, Cloud Computing, and Data 

Science, he is constantly exploring new horizons in technology. This 

research paper marks a significant milestone in his academic 

journey, reflecting both his technical skills and problem-solving 

mindset. Fueled by curiosity and a desire to make meaningful 

contributions, Shabbir has engaged deeply with platforms like 

Google Cloud and continues to push boundaries through self-

initiated projects and continuous learning. 

Author B: Sarmistha Sarkar is an enthusiastic and forward-thinking 

undergraduated student in her final year of Bachelor of Technology 

in Computer Science and Engineering at JIS University. With a 

strong foundation in coding, problem-solving, and system 

optimization, her academic interests span across Cybersecurity, 

Artificial Intelligence, Cloud Computing, and Data Science. This 

research paper marks her first publication, reflecting her dedication 

to academic inquiry and innovation. She continues to expand her 

technical skills through active involvement in academic projects, 



Research Paper    Vol.-2, Issue- 1, June- December 2025                        ISSN: 3049-1762 

 
Journal of Computer Science and Engineering in Innovations and Research 

 

 

Copyright @ JCSEIR 

 

hackathons, and workshops, aiming to contribute meaningful 

solutions to real-world challenges through research and technology. 

Author C: Dr. Radha Krishna Jana is currently employed as an 

Assistant Professor at the Department of Computer Science & 

Engineering School of Engineering JIS University Kolkata, India. 

He holds a Bachelor's from Burdwan University and a Master's from 

Jadavpur University. He obtained his Ph.D. in Computer Science & 

Engineering from JIS University, India. He has more than 20 years’ 

experience in teaching & research in the field of Computer Science 

and Engineering. The research interest of the authors is in the area of 

AI in Medicine and Healthcare, AI & ML in Disease Prediction, Big 

Data Analytics in Healthcare. He has published more than 50 

research papers and 3 Books. He has served as reviewer in different 
international conferences. 

Author D: Dr. Bidisha Bhabani, currently working as an Assistant 

Professor in the department of CSE at JIS University, Agarpara, 

Kolkata. She earned her B.Tech and M.Tech from St. Thomas’ 

College of Engineering and Technology and Kalyani Government 

Engineering College, Kolkata, West Bengal, respectively. She 

completed her PhD from National Institute of Technology, Rourkela, 

Odisha as a full-time scholar. She has qualified GATE as well as 

UGC-NET Junior Research Fellowship. She has 1 year of Industry 

experience and more than 10 years of teaching and research 

experience. Her scholarly articles often appear in esteemed journals 

and conferences, reflecting her significant impact in the field of 

vehicular communications and network optimization. Her 

publications can be explored on platforms like Google scholar, 
ResearchGate or DBLP. 

Author E: Dr. Tanaya Das, presently, working as an Assistant 

Professor at Department of Computer Science and Engineering, JIS 

University, Agarpara Campus, 81, Nilgunj Road, Agarpara, Kolkata 

- 700109, West Bengal has 6 years of teaching experience. She has 

published research papers in international journals and conferences. 

Her area of interest is Data Analysis and Analytics, Machine 

Learning and Legal Analytics. She has completed her B.Tech in 

Computer Science and Engineering from Biju Patnaik University of 

Technology  and M.Tech in Computer Systems and Technology 

from West Bengal University of Technology, Kolkata. She has 

completed Ph.D in Computer Science and Engineering from Adamas 
University, Kolkata. 

 

 

 


